2026/01/06 21:01 peaking

import numpy as np

from scipy import stats

from scipy.stats import chi2_contingency
from scipy.special import beta, betaln
import matplotlib.pyplot as plt

import pandas as pd

from collections import defaultdict

#INGA—ZRE
np.random.seed(42) # BIFIED /=0

# BER/INGA—Z

pA = 0.1 # ItRREFDEDHINE

pB_effect = 0.12 # NMAEHDEDHIIE (BIEHY)

pB_no_effect = 0.1 # NABEDEDINE (BhE/ZL)

alpha = 0.05 # HEKE(HH)

N_max = 3026 # @AY TNYIX

n_simulations = 10000 # FtEID= Szl —=3>[E]%

n_mecmc = 10000 # AEIDE> T A/ OEE (N4 XH)

bf_threshold = 1.05 # N4 X 7724 —DEE (BFio = bf_threshold)

print(f"/SSA—FERKE:")
print(f" XtEEEFRRINZE: {pA}™)
print(f" NABRKINE (HRHY) : {pB_effect}™)
print(f" NABERRINE (IR L) : {pB_no_effect}")
print(f" HwmAY > TILH A X: {N_maxi™)
print(f" T al—2 3 EE: {n_simulations}™)
INGA—HHRE:

MERBERRINE: 0.1

NABRINE (IERHY) : 0.12

NABRINE (HREL) : 0.1

BRAY U TIH A X: 3026

UZalb—arEE: 10000

def generate_data(n, pA, pB):
BT — 8 B
groupA = np.random.binomial(l, pA, n)
groupB = np.random.binomial(l, pB, n)
return groupA, groupB

def chi2_test_one_sided(groupA, groupB):
" EEA A ZRIRE QX298K)
# RN E R E
successA = np.sum(groupA)
failA = len(groupA) - successA
successB = np.sum(groupB)
failB = len(groupB) - successB

#2X2 9 &%

contingency = np.array([[successA, failA], [successB, failB]])

# 11— FRE (YatestHE/ZL)
chi2, p_value_two_sided, dof, expected = chi2_contingency(
contingency, correction=False

)
# HIERE: pB > pA D F [ ZEHE
if successB / len(groupB) > successA / len(groupA):

p_value_one_sided = p_value_two_sided / 2
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peaking
else:
p_value_one_sided = 1 - p_value_two_sided / 2

return p_value_one_sided < alpha, p_value_one_sided

bayes_posterior_prob(groupA, groupB, prior_alpha_A, prior_beta_A,
prior_alpha_B, prior_beta_B, n_samples=n_mcmc):

"N RO HP(B > p)EHE"

# DN #E KR E

successA = np.sum(groupA)

failA = len(groupA) - successA

successB = np.sum(groupB)

failB = len(groupB) - successB

# BEAHD/INSA—F

post_alpha_A = prior_alpha_A + successA
post_beta_A = prior_beta_A + failA
post_alpha_B = prior_alpha_B + successB
post_beta_B = prior_beta_B + failB

# BERHISY T
pA_samples = np.random.beta(post_alpha_A, post_beta_A, n_samples)
pB_samples = np.random.beta(post_alpha_B, post_beta_B, n_samples)

# P(pB > pA)Z51E
prob_pB_greater = np.mean(pB_samples > pA_samples)

return prob_pB_greater

bayes_factor_10(groupA, groupB, prior_alpha=1, prior_beta=1):
"""BF1oZ&tH (Hi: pA # pB vs Ho: pA = pB) """

# I E KB

successA = np.sum(groupA)

failA = len(groupA) - successA

successB = np.sum(groupB)

failB = len(groupB) - successB

# Hi: pA # pB(J i1 EN—2FFi57)

# Bl:IE E = Beta(successA + alpha, failA + beta) * Beta(successB + alpha, failB + beta)

log_marginal_H1 = (betaln(successA + prior_alpha, failA + prior_beta) +
betaln(successB + prior_alpha, failB + prior_beta) -
betaln(prior_alpha, prior_beta) -
betaln(prior_alpha, prior_beta))

# Ho: pA = pB = p (ZiBDN—SFEFi577)
# L E = Beta(successA + successB + alpha, failA + failB + beta)
log_marginal_H@ = (betaln(successA + successB + prior_alpha,
failA + failB + prior_beta) -
betaln(prior_alpha, prior_beta))

# BFi10 = P(data | H:) / P(data | Ho)
log_BF10 = log_marginal_H1 - log_marginal_HO@
BF10 = np.exp(log_BF10)

return BF10

print(C"NJLS—BEEEELELED
NIVNR—BREEELELL

print("\n=== RER1: RILNDHEE GIRHY) -—"
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rejections = 0
for i in range(n_simulations):
groupA, groupB = generate_data(N_max, pA, pB_effect)
rejected, _ = chi2_test_one_sided(groupA, groupB)
if rejected:
rejections += 1

power = rejections / n_simulations
print(f"#&H71: {power:.4f} ({power*100:.2f}%)")
print(f"ERERIE: #80%™)

=== REBR1: REHOHER IRHY) ==
#®EH: 0.8030 (80.30%)
IBERIE: #980%

print("\n=== RER2-1: BEDIRE (E—F2I7&L. HRAL) ="

false_positives = 0
for i in range(n_simulations):
groupA, groupB = generate_data(N_max, pA, pB_no_effect)
rejected, _ = chi2_test_one_sided(groupA, groupB)
if rejected:
false_positives += 1

typel_error = false_positives / n_simulations
print(f"$E—FEMDIAEE: {typel_error:.4f} ({typel_error*100:.2f}%)")
print(F"EEH{E: 5%

== RE2-1: BEORE (E—F>57k&L., BRALL) =
F—IEDIBEE: 0.0546 (5.46%)
BERIE: 5%

print("\n=== RER2-2: E—F>IHY GHRAL) ="

HIBTE/ING—>

patterns = {
"2EEE": [0.5, 1.0],
"3EIRE": [1/3, 2/3, 1.0],
"4EIIRE": [1/4, 1/2, 3/4, 1.0]

results_peeking = {}

for pattern_name, checkpoints in patterns.items():
false_positives_fwer = 0
false_positives_by_checkpoint = defaultdict(int)

for i in range(n_simulations):
# T E—EICER (EEDERE 2L —)
groupA_full, groupB_full = generate_data(N_max, pA, pB_no_effect)

rejected_at_any = False

for checkpoint in checkpoints:
n_current = int(N_max * checkpoint)
groupA = groupA_full[:n_current]
groupB = groupB_full[:n_current]

rejected, _ = chi2_test_one_sided(groupA, groupB)
if rejected:
false_positives_by_checkpoint[checkpoint] += 1
rejected_at_any = True
break # —ETHHELSITELIY
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if rejected_at_any:
false_positives_fwer += 1

fwer = false_positives_fwer / n_simulations
results_peeking[pattern_name] = {

"FWER': fwer,

'by_checkpoint': dict(false_positives_by_checkpoint)
ks

print(f"\n{pattern_name}:")
print(f" FWER: {fwer:.4f} ({fwer*100:.2f}%)")
print(f" IR ER ORIIRTE) : {1 - (1 - alpha)**len(checkpoints):.4f}")

— B2 E—F2UhY GIRHL) —

2[ERTE :
FWER: 0.0837 (8.37%)
B LR (MIIRE) : 0.0975

3[ERTE :
FWER: ©.1030 (10.30%)
iR ERR (EIIRTE) : 0.1426

ARIMRTE :
FWER: 0.1116 (11.16%)
i LR (MIIIRZE) : 0.1855

print("\n=== EE3-1: EETnDRA XIRE GHERHY) ==="

wins = 0
for i in range(n_simulations):
groupA, groupB = generate_data(N_max, pA, pB_effect)
prob = bayes_posterior_prob(groupA, groupB, 1, 1, 1, 1)
if prob >= 0.95:
wins += 1

# EHZR (100E]CE, Erel2i&zED ] [E])
if (i +1) % 100 == 0 or (i + 1) == n_simulations:
progress = (i + 1) / n_simulations * 100
print(f"#$#5: {progress:.1f}% ({i + 1}/{n_simulations})", end='\r")

print() # K1TZEN

power_bayes_fixed = wins / n_simulations

print(f"#H 71 (XA XEEn) : {power_bayes_fixed:.4f} ({power_bayes_fixed*100:.2f1%)")
print(f"$AEEEZDBRE S : {power: .4f} ({power*100:.2f3%)")

=== RE3-1: AENDANA IRE IRHY) -—-—
T 100.0% (10000/10000)

BwEH (R4 XEEN) : 0.8076 (80.76%)
SAEFEDOBRE S 0.8030 (80.30%)

print("\n=== RER4-1: EIEnDA XRE (hRAEL) ==

false_wins = 0
for i in range(n_simulations):
groupA, groupB = generate_data(N_max, pA, pB_no_effect)
prob = bayes_posterior_prob(groupA, groupB, 1, 1, 1, 1)
if prob >= 0.95:
false_wins += 1

#EHFRR(100E]ZE, FieldzEol[E)
if (i +1) % 100 == 0 or (i + 1) == n_simulations:
progress = (i + 1) / n_simulations * 100
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print(f"##: {progress:.1f}% ({i + 1}/{n_simulations})", end="\r")

print() # K1TZEM

peaking

typel_error_bayes_fixed = false_wins / n_simulations

print(f"¥|E I RFE (XA XEEn) : {typel_error_bayes_fixed:.4f} ({typel_error_bayes_fixed*

print(f"SEEERDE—IEER:

=== RE4-1: BEnDANA IRE HREL) ===
¥ 100.0% (10000/10000)
: 0.0488 (4.88%)
0.0546 (5.46%)

HEIRE (NA XEEn)

HEIROE—IEBR:

{typel_error:.4f} ({typel_error*100:.2f}%)")

print("\n=== £ER4-3: BRXA XRE HNRMEZL) =="

checkpoints = [1/4, 1/2, 3/4, 1.0]

false_win_times = []

false_wins_sequential = 0

for i in range(n_simulations):

groupA_full, groupB_full = generate_data(N_max, pA, pB_no_effect)

false_won = False

for checkpoint in checkpoints:

n_current = int(N_max

* checkpoint)

groupA = groupA_full[:n_current]
groupB = groupB_full[:n_current]

prob = bayes_posterior_prob(groupA, groupB, 1, 1, 1, 1)

if prob >= 0.95:

false_win_times.append(n_current)
false_wins_sequential += 1

false_won

break

if not false_won:

True

false_win_times.append(N_max) # N_max/ZiZEL THE T o/

#EH R (100E]CE, FA(2EED]E)
if i +1) % 100 == 0 or (i + 1) == n_simulations:
progress = (i + 1) / n_simulations * 100

print(f"#$#: {progress:.1f}% ({i + 1}/{n_simulations})", end="\r")

print() # K17&EM

fwer_bayes_sequential = false_wins_sequential / n_simulations
asn_no_effect = np.mean(false_win_times)

print(f"FWER (GZFRANA X) : {fwer_bayes_sequential:.4f} ({fwer_bayes_sequential®100:.2f}%)"

print(f"ASN (IR LDIHE) : {asn_no_effect:.0f}")
print(f"ASNDHFRIE: {np.median(false_win_times):.0f}")

=== RE#4-3: BRRAXBRE IRAZL) =
s 100.0% (10000/10000)
FWER (GERARA X) : 0.1180 (11.80%)

ASN (BWRI L DIEE)
ASND R RAE: 3026

: 2850
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